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ABSTRACT  

Roman Urdu is widely used by people for communication on social media platforms and daily 

messaging especially in Pakistan due to which writing Urdu is difficult for them. In this paper, 

we research different models and compare their results on a dataset of approximately 6.5 

million sentences. Lastly, we suggest different modifications in the architecture of the 

Transformer model (which give us the best results) to improve the BLEU score of the Roman 

Urdu to Urdu transliteration to increase the generalization and accuracy of the transliteration 

enabling the transliteration of the sentence according to its context. 

 

INDEX TERMS 

Roman Urdu [1], [2], Romanization [3], Urdu script [4], [5], Transcription [6], [7], Phonetic 

conversion [8], [9], Roman Urdu to Urdu mapping [10], [11], Script conversion [12], [13], 

Romanized Urdu [14] 

 

1. INTRODUCTION 

Machine translation, sometimes referred to by the abbreviation MT is a sub-field of 

computational linguistics that investigates the use of software to translate text or speech from 

one language to another. The predefined machine translation techniques can also be used for 

transliteration purposes which means transferring a word from the alphabet of one language 

to another. Nowadays, Roman Urdu is widely used as a source of communication in Pakistan. 
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People have difficulty reading and typing Urdu scripts. We can observe that in our daily tasks 

i.e.; in writing messages, informal letters and emails, posting something on social media, etc, 

Roman Urdu is widely used instead of Urdu script. Moreover, we are used to typing English 

alphabets from the keyboards and face difficulty in finding the Urdu alphabets from the 

keyboard. Therefore, we will apply different techniques for improving the quality of 

transliteration to assist people in writing the Urdu script without errors. After improving the 

quality of the transliteration, we would develop an Android Application for this purpose. It 

would assist people in learning and writing Urdu script easily as the application would be 

with them wherever they go on their phones. The application would have a simple UI and 

would be easy to use for people of any age. 

 

 
 

Some web applications are currently present for the transliteration purpose but they are either 

in the learning mode or are not able to give accurate transliteration according to the context 

of the sentence. Therefore, for learning purposes, the application must give accurate 

transliteration results. We would improve the quality of Roman Urdu to Urdu transliteration 

by increasing the quality and quantity of the current data set and by using modern deep 
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learning techniques enabling us to produce better and more generalized results. Some of the 

challenges that we would face while building the model for transliteration purposes are:  

• Transliteration of rare words  

• Transliteration of unseen words  

• Transliteration of the same word having different spellings in Roman Urdu 

Transliteration according to the context  

We will be applying deep learning techniques to overcome these challenges and will be 

documenting our findings. We will also be developing an Android application that would 

transliterate Roman Urdu sentences into Urdu script sentences. The application would assist 

people in typing Urdu script. It would save them time and effort. Moreover, it would be easier 

for them to learn Urdu script by using this application. Therefore, it is necessary for this 

application to gives transliteration quality nearer to human language. In this project, we 

perform a comparison of different models used for machine translation RNN+LSTM, seq2seq, 

and Transformer Model and compare their performances over our data set. We perform 

various techniques to increase the amount and diversity of our data set to generalize the 

transliteration results. 

 

2. OBJECTIVES 

Our system has the following objectives: 

• To enhance the quality and expand the quantity of the dataset for Roman Urdu to 

Urdu transliteration. 

• To conduct a comparative analysis among three machine translation models 

RNN+LSTM [15], [16], seq2seq [17], and Transformer Model [18], [19], to evaluate their 

performance. 

• To implement various architectural modifications to optimize the transliteration 

process and achieve superior results. 

 

3. LITERATURE SERVEY 

Deep neural networks are powerful for solving complex tasks, but they can overfit when 

training on smaller data sets or longer periods. To address this issue, a method called 
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"Dropping Out" is proposed, which involves dropping randomly selected neurons in the 

network. This technique works better than other techniques, such as max-out, max-pooling, 

and dropping-outs. Dropouts help avoid overfitting and make models more general, but they 

introduce noise in the gradient. To avoid this, max-norm regularization is used instead. [20] 

 

BLEU (Bilingual Evaluation Understudy) is a metric used by text miners to assess the quality 

of machine translations. It uses a weighted average of variable length phrase matches against 

reference translations, creating n-gram models to check their presence in the candidate 

translations. The BLEU score ranges from 0-1, with translations only reaching a BLEU score 

of 1 when they are identical to the reference translation. This is rare in real life, and a human 

translator scored a BLEU score of 0.3468 against 4 reference sentences and about 500 sentences 

in the corpus. BLEU is quick, inexpensive, easy to understand, and language independent, 

correlated with human evaluation, and has been widely adopted. However, MT systems can 

over generate reasonable words, resulting in improbable but high-precision translations. [21] 

 

This paper presents an extended encoder-decoder system for English-to-French translation, 

which encodes the input sentence into multiple encoded vectors, producing better results 

even on longer sentences. The system uses hidden states produced by one hidden layer in the 

prediction of the next target word and in the prediction of the next hidden layers. This allows 

the system to remember the previously produced targeted word and the context of the 

previous hidden states. The decoder calculates the conditional probabilities of translations 

using a non-linear, multilayered function. The encoding part uses bidirectional RNN models, 

with forward RNNs reading an ordered input sequence and backward RNNs reading a 

reversed sequence. The decoding part uses the previously calculated hidden states and 

predicted targeted values to produce a translation against the input word x. The proposed 

model mainly provides a solution to translating long sentences, creating multiple vectors from 

the input sentence, and creating a sub-vector for further processing. [22] 

 

This research paper explores machine translation from English to French using neural 

networks. The method involves using an LSTM to extract a large context vector and then 

output the translation using a recurrent neural network language model. The WMT-14 

English to French dataset was used for training and testing. The model achieved a BLEU score 
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of 34.81 with a vocabulary of 80k words. The authors used deep LSTMs with a limited 

vocabulary to outperform shallow LSTMs. They penalized translation for out-of-vocabulary 

words and achieved a better BLEU score than the state of the art. However, they could have 

addressed the out-of-vocabulary word problem by increasing the target language's 

vocabulary or creating a dictionary for future translations. [23] 

This paper proposes a technique to address the rare word problem in machine translation by 

training an NMT system on data augmented by the output of a word alignment algorithm. 

The system emits the position of an out of vocabulary (OOV) word in the target sentence, 

which helps in translating each word using a dictionary as the post-processing step. Three 

models were implemented: the Copyable Model, the Positional All Model, and the Positional 

Unknown Model. The model was trained on the French vocabulary of the 40K or 80K most 

frequent French words on the target side and the 200K most frequent English words on the 

source side. The model improved BLEU scores by 2.3-2.8 BLEU points and 1.6-1.9 BLEU 

points, with some penalties due to incorrect alignments and wrong entries in the dictionary. 

[24] 

 

The authors developed a machine translation using a sequence-to-sequence model, consisting 

of an encoder and decoder. The model accommodates the heterogeneity of source and target 

languages, regardless of their orientation. LSTM cells were used to overcome gradient 

vanishing problems and handle long sentences. The model is heterogeneous, capable of 

training on any language type and handling sentences up to 10 words. However, it degrades 

on sentences longer than 10 words and cannot correctly translate bi-words like Islamabad. 

The model's accuracy gap needs improvement. [25] 

 

Bag-Of-Words (BOW) is a common vector representation method for text representation, but 

it struggles to keep the context of words. Bag-of-n-grams consider word order in a short 

context but suffer from data sparsity and high dimensionality, making it computationally 

expensive. To overcome this, a new technique called "Paragraph Vectors" has been proposed. 

The authors prepare two vectors: word vectors of the whole corpora using techniques mostly 

BOWs and a paragraph vector of a specific paragraph. These vectors are prepared using 

unsupervised learning and are trained using stochastic gradients using backpropagation. The 

paragraph vectors are trained using stochastic gradients and averaged or combined to form a 
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larger vector. They address some of the weaknesses of BOWs models, such as preserving 

semantics and considering word order in small contexts. However, the model is 

computationally expensive due to the computation of many weights. The proposed method 

is better than bag-of-n-grams models, as it preserves more information about the paragraph, 

including word order. [26] 

The author web-crawled the proceedings of the European Parliament and trained a model for 

110 language pairs for statistical machine translation. The corpus consisted of 30 million 

words from the official languages of the European Union, including Danish, German, Greek, 

English, Spanish, Finnish, French, Italian, Dutch, Portuguese, and Swedish. The process of 

translation for other languages began with the inclusion of other countries in the EU. The 

authors pre-processed the corpora by obtaining raw data, extracting parallel chunks, 

normalizing and tokenizing the data, and mapping each sentence to its translation in other 

languages. Challenges faced in data normalizing and tokenization included identifying 

abbreviations and possessive markers and simplifying computations. The BLEU scores were 

calculated, showing that languages with higher morphological differences are easier to 

translate. Clustering techniques can improve translation quality for languages with higher 

morphological differences. [27] 

 

4. METHODOLOGY 

A. DATASET DESCRIPTION 

 

1) Data Collection 

The data set was collected and expanded using techniques such as data scraping from novels 

and other Urdu websites [28], [29], crowd-sourcing from students in a lab, and data generation 

[30], [31] by including different spellings for the same word in the Urdu script, such as Roman 

Urdu sentences against "raha." 

 

2) Data Diversity  

Data diversity was added through techniques like adding different spellings of Roman Urdu 

for the same word and adding tweets and formal sentences to cover difficult and daily usage 

words. 
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3) Data Cleaning 

Data from various sources was cleaned manually and coded to remove slang words, script 

words, and garbage symbols to ensure accuracy and maintain clean sentences. 

 

4) Transliteration of Collected Data 

The cleaned data was transliterated into Roman Urdu script using APIs [32], [33], which were 

then reviewed and manually corrected. 

 

B. DETAILS OF MODEL 

 

1) Model Working 

The model, Roman2Urdu, was trained using specific parameters and ratios. The model was 

registered in tensor2tensor [34] using the standard transformer model registration method. 

The hyperparameter was set to 20000, which was initially set to 4000 for German to English 

translation. A 90/10 split was used for training and evaluation, reducing overfitting. The 

model's architecture used attention-based layers with 4 hidden layers, 128 size, and 512 filter 

size. Drop-out layers were introduced to prevent overfitting and a learning rate of 0.01. 

Parallel corpora were used for training. 

 

2) Training Steps 

The Transformer model is trained on a data set of 6.5 million Roman Urdu sentences, which 

are transliterated into Urdu script. The data is converted to UTF-8 format, tokenized, and 

prepared for embedding. The Word2Vec algorithm extracts relevant embeddings. After pre-

training, the model is fed into a neural network for training. The weights saved during 

training are used for transliteration at runtime. The BLEU score [35] is computed to estimate 

the accuracy of the transliteration. 

 

The training process is also explained in the figure below: 
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3) Transliteration Steps 

The transliteration steps are somewhat the same as the training steps of the data set.  

• The Roman Urdu sentences to be transliterated are written in a file. The sentences are 

given to the model for transliteration.  

• Each of the sentences is then converted into UTF-8 format[36], tokenization [37], [38] 

is performed to extract individual words and embedding is prepared.  

• After that, the sentences are fed to the neural network [39]and transliterated using the 

saved weights.  

• The transliteration with the highest probability is then decided for the sentence. Also 

if any of the word is not present in the data set, its transliteration is produced using 

one-to-one mapping of the Roman Urdu word to the Urdu script alphabet. 

 

C. WORKING OF ANDROID APPLICATION 
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An Android app, written in Kotlin [40], [41], allows transliteration from Roman Urdu to Urdu. 

Connected to a Flask web server [42], the app simplifies loading the model into the same 

application. The diagram below gives a good idea about how the application works: 

 

 

1) Steps 

• User writes in the text box and clicks the translate button.  

• The application then calls an API with the payload (Roman Urdu data).  

• The flask server then receives data and sends it to the model.  

• The model then transliterates the data using the saved weights and sends back the 

result to Flask.  

• Flask then returns the transliterated result to the application.  

• The Application then displays the result to the user on the screen. 
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5. IMPLEMENTATION 

A. EXPERIMENTAL SETUP 

 

1) Effect of Data Diversity 

The BLEU score initially lacked contextual understanding in transliteration due to a large 

dataset of 1 million. To improve accuracy, the data set was expanded to include diverse 

sources, age groups, informal and formal data, and poetry. The data generation technique 

improved the model's understanding of different contexts. 

 

2) Parameter Tuning 

The transformer model was used for training due to its superior transliteration results. The 

model had 4 attention-based hidden layers, 128 filters, and 512 filters. To avoid overfitting, 

drop-out layers were introduced, dropping 50% of connections randomly. The learning rate 

was set at 0.01. The model had 20000 vocabulary sub-words for each source and target data 

set. A 90/10 split was used for training and cross-validation, with updated weights saved in 

a checkpoint file. The model trained on 6.5 million data sets from crowd-sourced resources. 

 

3) System Details 

The training process utilized an Alienware 15R2 with a core i7 quadcore processor, 32GB 

RAM, and 8GB graphic memory, taking 5-6 hours for 0.1 million steps. The final parameter 

and system details are shown in the diagram below: 
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B. EVALUATION 

 

1) Evaluation Metric 

The BLEU score is used to evaluate the quality of transliteration, focusing on the 

similarity between the model's translated text and the original transliterations. This 

metric is chosen for its accuracy and compatibility with previous machine translation 

research, making comparison easier. 

 

2) Comparison of models 

 

• Seq2Seq  

Initially, we studied the seq2seq model. It gave fairly good results in some of the cases. 

But for some cases like in the case of long sentences and rare words it didn't give any 

commendable results. Seq2Seq2 model gave a BLEU score of 48% when trained on 

around 1 million data points.  

 

• Tensor2Tensor  

After trying the Seq2Seq model, we studied another attention-based model built 

mostly for translation purposes. This countered the flaw of long sentences being faced 

in the Seq2Seq model and gave us good results irrelevant to the length of the sentence. 

The BLEU score achieved from the tensor2tensor model was surprisingly around 80%. 

Tensor2Tensor model tried to build a contextual understanding between the words 

which gave good results. Also, it tried to cater to the problem of ultra-rare and 

unknown words by trying to make an alphabetical relation. 

 

• Custom Model  

We also tried to make our model using simple RNNs and LSTMs. However, it did not 

give any good results as the BLEU score was only around 20% also it did not build any 

sort of contextual understanding.  

The comparison of the BLEU scores of the three models is shown below in the graph: 
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6. RESULTS AND DISCUSSION 

A. COMPARISON OF RESULTS 

The best results were achieved using the Transformer model. The comparison of the results 

of the two best models i.e. seq2seq and Transformer model is shown in the table below: 

 
 

Some of the Roman Urdu sentences were given as input to both the models as well as a widely 

used website “ijunoon” to compare the transliteration results given by each of them. Some of 

the results worth noting are given below: 
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Analysis of the Compared Results: 

 

As we can see the transformer model most of the time gives accurate results. Also, whenever 

the transformer model does not give an accurate result, it is very near to the correct result in 

the 4th sentence, it can be seen that na is transliterated to near to the correct result whereas 

the seq2seq model could not transliterate ki accurately. Furthermore, it can be seen that the 

transformer model gives results as accurate as the widely used website for transliteration and 

also at times outperforms it. 

 

 

B. RESULTS BY TRANSFORMER MODEL 

 

Some of the accurate and erroneous results given by the transformer model are as follows: 
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Analysis of the Results: 

The following findings can be made from the results given by the transformer model: 

 

• Complex words 

Words such as paycheeda, naib, taqreeban which could possibly give multiple or 

inaccurate transliteration results are transliterated correctly.  

 

• Compound words 

Words such as ilm o adab, wazeer e azam, akhuwat e islami are also transliterated 

correctly. This shows that the model has a good understanding of the words that are 

compound in Roman Urdu but have a two-word transliteration in Urdu script.  

 

• Long Sentences 
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The transliteration result is not affected by the length of the sentence. It performs well 

on long sentences as well as short sentences.  

 

• Unknown words 

As we can see in the 2nd erroneous sentence the word chichawatni is nowhere in the 

data set and is transliterated to a near to accurate result. The model tries its best to 

transliterate the word using one-to-one alphabet mapping of the word.  

 

• Incorrect Transliterations 

The incorrect transliterations are near to correct and the model tries its best to give 

accurate results but due to not enough diversity in data it gives erroneous results. 

 

7. CONCLUSIONS AND FUTURE WORK 

This paper provides a comparison between the three models – RNN+LSTM, seq2seq, and 

transformer model to find the best model for Roman Urdu to Urdu transliteration purposes. 

After the comparison, we conclude that the Transformer model is the best model for the 

Roman Urdu-to-Urdu transliteration purpose. Further tuning of the Transformer model is 

performed and diversity in data is increased to get accurate, generalized, and according to 

context transliteration results that also address the rare word problem. As a result, the model 

gives us a BLEU score of around 75 which can be further improved by adding more diversity 

in the data set. In the future, we intend to build a web application for Roman Urdu to Urdu 

transliteration purposes and also increase the data set by collecting more data as well as 

adding diversity to it. Furthermore, the user interface for the application can also be changed 

and can be made more interactive by improving user experience. 
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